commands-

networking: ifcfg, ifconfig, netcfg, netconfig, netstat

modules: insmod, modprobe, 

disk-busy: fuser, 

dmesg (|grep xxx)

devices: lspci [-vv -s 12.0],  cat /proc/pci /proc/cpuinfo /proc/interupts

"service xxx start|stop|status"

What is the path for linux startup? 

/etc/rc.*/*

syngenta 16% dir /etc/rc*/*

drwxr-xr-x    2 root     root         4096 Jun  8 03:42 /etc/rc.d/init.d/

-rwxr-xr-x    1 root     root         2889 Nov  8  1999 /etc/rc.d/rc*

-rwxr-xr-x    1 root     root          933 Sep 30  1999 /etc/rc.d/rc.local*

-rwxr-xr-x    1 root     root        13679 Feb 23  2000 /etc/rc.d/rc.sysinit*

drwxr-xr-x    2 root     root         4096 May  7 12:40 /etc/rc.d/rc0.d/

drwxr-xr-x    2 root     root         4096 May  7 12:40 /etc/rc.d/rc1.d/

drwxr-xr-x    2 root     root         4096 May  7 12:40 /etc/rc.d/rc2.d/

drwxr-xr-x    2 root     root         4096 Jun  8 03:42 /etc/rc.d/rc3.d/

drwxr-xr-x    2 root     root         4096 Jun  8 03:42 /etc/rc.d/rc4.d/

drwxr-xr-x    2 root     root         4096 Jun  8 03:42 /etc/rc.d/rc5.d/

drwxr-xr-x    2 root     root         4096 May  7 12:40 /etc/rc.d/rc6.d/

rc.d is rc directory? rc is like cshrc, tcshrc that rc

rc0.d - rc6.d  are for run-states 0-6

rc.d/rc is for starting/stopping services when the runstate changes. It is also responsible for the very first setup of basic things, such as setting of hostname (not obvious where).

press shift-I (or just I?) at “Welcome to redhat” to go through interactively

“Kernel panic – no init found  try giving init= parameter”

init=/bin/bash is the standard parameter

in my case it was due to removing and replacing one partition, which resulted

in several partitions including root getting new names (/dev/hda10 -> hda8).

Root=/dev/hda8 fixed it, either from the command line after <tab> at boot options (<ctrl-x> to get rid of graphical boot options first), or in /etc/lilo.conf (followed by runing lilo). The root=/dev/hdan parameter is also given in the boot floppy’s syslinux.cfg file, which looks like lilo.conf.

------------------------------------

on shattuck, telinit 5 gives gnome in "failsafesafe mode"

startx gives anothe window manager (twm?) as specified in /etc/X11/xinit/xinitrc

Change this to "gnome-session" in /etc/X11/xinit/xinitrc and startx gives regular gnome session but telinit 5 still gives failsafe mode.

------------------------------------

When syngenta loses its mounts from ser etc, it may not be necessary

to reboot, may fix it with:

/etc/rc.d/init.d/autofs reload

but autofs runs automount which must be run by root.

Maybe can use sudo?

Auto.master

lists “maps” corresponding to mount points and giving the directories to amount there,


so the example auto.misc has entries for cd and floppy.


They will be mounted as /misc/cd, /misc/floppy


auto.direct (irix only?) gives the entire mount point in the line, like fstab

On syngenta, jim has the auto.master renamed and uses a yp

/etc/rc.d/init.d/autofs status

Configured Mount Points:

------------------------

/usr/sbin/automount  /data yp auto.data  

/usr/sbin/automount  /sb yp auto.sb  

/usr/sbin/automount  /raid yp auto.raid  

[autofs is a script which runs automount:

berry@syngenta /etc]$ more /etc/rc.d/init.d/autofs

#! /bin/bash

#

# $Id: rc.autofs.in,v 1.3 1999/03/07 22:59:55 hpa Exp $

#

# rc file for automount using a Sun-style "master map".

# We first look for a local /etc/auto.master, then a YP

# map with that name

#

# On most distributions, this file should be called:

# /etc/rc.d/init.d/autofs or /etc/init.d/autofs

#

More info on boot proccess in man pages for init, rc2, rc0

These commands are text scripts? init is binary, rcn is text.

init.d, rc2.d, rc0.d are directories (.d) associated with these commands

There are 8 init states, but only rc0, rc2, and rc3 commands

Non-graphical login-

oh, actually, if you are booting from lilo, instead of hittin return, just

type  "linux 3"

that will boot to runlevel 3 instead of whatever is in /etc/inittab.

 --J

Change the order with which services (processes are started:

Problem on laptop because network starts before pcmcia

look in /etc/rc5.d

S10network-> ../ini.d/network

S20pcmcia -> ../init.d/pcmcia

mv S20pcmcia S09pcmcia

Now it works (eth0 starts, eth1 still fails but hey, I only have one adapter!)

more S10network – the list of interfaces is from `ls /etc/sysconfig/network-scripts/ifcfg*'

sure enough I have ifcfg-eth0 and ifcfg-eth1 (and others).

Presumably deleting or renamin ifcfg-eth1 would prevent the error

  (but what if that is for the other pcmcia slot?) No, switching slot has no effect.

mounting NFS filesystems RPC: timed out

These rcn.d links can be managed with "chkconfig"

Strange- I stopped sendmail on firewire, rebooted, confirmes the links were off,

set netscape to use smtp.lbl.gov, now from unix commandline I can still mail eaberry@lbl.gov and it goes through!

ypserver?

ypwhich tels what is the server being used by your machine

ypcat passwd  lists the NIS password list

ypcat groups  lists the grops

a lot of notes on NIS in $wrk/text/nislogin.not:

gscanbus - PCI bus utiity? FW bus? PCMCIA?

Under Linux, no connection via 1394 is possible either. gscanbus

>> reports:

>>
>> linux:~/Desktop/1394/gscanbus # gscanbus -v3

>> Debug level: 3

>> Setting Debug level: 3

>> successfully got handle

>> current generation number: 0

>> couldn't set port: Invalid argument

>>
>> 
sb20 12% more $wrk/text/nislogin.not

/etc/yp.conf

        # /etc/yp.conf - ypbind configuration file

        # Valid entries are

        #

        #domain NISDOMAIN server HOSTNAME

        #       Use server HOSTNAME for the domain NISDOMAIN.

        #

        #domain NISDOMAIN broadcast

        #       Use  broadcast  on  the local net for domain NISDOMAIN

        #

        #ypserver HOSTNAME

        #       Use server HOSTNAME for the  local  domain.  The

        #       IP-address of server must be listed in /etc/hosts.

        #

        #server ser

        #ypserver ser

        domain kim server ser

        domain kim server ala

sb20 54% cat /var/yp/binding/DOMAINNAME/ypservers

        sb16lbl.gov

        sb3.lbl.gov

sb20 57% domainname

        CALVIN

sb20 59% cat /var/yp/ypdomain

        CALVIN

/var/yp/binding/[domainname].[version]

        binding  file containing information about each NIS domain.

        (hope this gets made by ypbind from info in ypconf and from servers- yes)

        syngenta 19% ls /var/yp/binding/

        kim.1  kim.2

        cat /var/yp/binding/kim.1

        ÿÿó4 ¬ 

/etc/rc.d/*/S??ypbind

        /etc/rc.d/rc3.d/S17ypbind  -> ../init.d/ypbind 

        /etc/rc.d/rc4.d/S17ypbind  

        /etc/rc.d/rc5.d/S17ypbind

        /etc/rc.d/rc0.d/K83ypbind  

        /etc/rc.d/rc2.d/K83ypbind

        /etc/rc.d/rc1.d/K83ypbind  

        /etc/rc.d/rc6.d/K83ypbind

To set up a linux box as a ypclient,

1. make sure you have /sbin/ypbind

2. edit /etc/yp.conf to add domain,server name

3. chkconfig --level 35 ypbind start

4. NISDOMAIN must be known - eg in /etc/sysconfig/network


This does NOT have to be the same as the domain it is binding to

?. make sure server is in /etc/hosts ?

If it doesn't start during boot, manually do "./S27ypbind start"

  to see the error messages

Also /sbind/ypbind -c to check syntax of .conf

ypbind -debug to show errors.

Also need to change passwd file etc to use NIS?

 I'm guessing that you haven't told IRIX that you want to suck in the NIS passwd and

group maps. 

1) Add the following as the last entry in /etc/passwd:

   +::0:0:::

   and add the following as the last entry in /etc/group:

   +

2) Under 6.5 modify /etc/nsswitch.conf.  The passwd: and group: lines should read:

   group: files nis

   passwd: files(compat) [notfound=return] nis

Make sure the yp passwd info will be useable on the local host-

  specified shell exists (make sym-link if not)

  home directory exists (mount the real or create it)

------------------------------------------------------------

Syngenta has YP running and berry and tcromrty log in by it.

It may be possible to useradd another user, then edit the shadow 

file to direct it to use YP for the new user.

------------------------------------------------------------

An alternative to using the yp nis-server:

create group and user accounts on the media computer (firewire, syngenta)

using the same uid,gid as the ypservers. When one of these users mounts

the media, it is exported with his uid/gid and appears owned by him on

remote computers that mount it. Tested writing to firewire from sb20, it works.

[root@firewire berry]# /usr/sbin/groupadd strbiol -g 3088

[root@firewire berry]# /usr/sbin/useradd edberry -g 3088 -u 6890

[root@firewire berry]# passwd edberry

Changing password for user edberry

adding a user-

linux adduser

irix addUserAccount 

/usr/sysadm/privbin/addUserAccount [-y] -l login-name [-u user-ID -g

     group-ID] [-P] [-E] [-G gecos-info] [-A aging-info] [[-C] -H home-

     directory] [-S shell] [-R | -N alternate-config-file]

logfiles:

/var/log/dmesg (this is binary file- man dmesg)

/var/log/messages ?

/var/log/XFree86.0.log

/var/log/486.0.log

IRIX- /var/adm/SYSLOG

XFree86-

/etc/X11/XF86Config

sections monitor, screen

Xfree86 -configure  - must be run with X not running

The actual effective file is /etc/X11/XF86Config-4? see man page

How to select screens?

SCREEN SECTION

       The  config file may have multiple Screen sections.  There

       must be at least one, for  the  "screen"  being  used.   A

       "screen"  represents  the  binding  of  a  graphics device

       (Device section)  and  a  monitor  (Monitor  section).   A

       Screen  section is considered "active" if it is referenced

       by an active ServerLayout section or by the  -screen  com­

       mand  line  option.   If  neither of those is present, the

       first Screen section found in the config file  is  consid­

       ered the active one.

xvidtune tests the different modelines in the config file

XF86Config-4 seems to be the actually used one- only one screen, Scren0.

ServerLayout refers to screen zero

Try to add 8-bit screen for rasmol-

Add new screen2 copied from screen0, and in display subsection set depth=8

startx -- -depth 8

error- No Display subsection in Screen0 for depth 8

so -depth option cannot change screen, only use another display subsection in screen

Duplicate the Display subsection i screen0, change depth to 8

Now that works, wallpaper is definitely low color depth, rasmol-8 runs.

so- one screen for each physical display?


different Display subsections for different param with that display?

Network: What sets hostname?, enabling ssh ftp scp etc.


/etc/HOSTNAME


the file: /etc/sysconfig/network-scripts/ifcfg-eth0 DHCP_HOSTNAME=

For the DHCP hostname above, this seemed to set hostname on the address,

by which the machine could be looked up. Even when both the above were changed, it booted with previous hostname? (dhcphostname specific for that NIC?)

this does not set hostname returned by hostname. This gets converted to all lower case.


the file: /etc/sysconfig/network (sourced by rc.sysinit at boot)


HOSTNAME=



NISDOMAINNAME=

This HOSTNAME took preference over the two above-mentioned.

(only for hostname command. net hostname is from dhcp if it exists.)

Case is preserved.

NISdomainname did not work, probably failed to bind YPserver

DNSdomainname obtained from DHCP server?

Original observations:

command hostname lets you set it, but does not persist after reboot.

some gui in x lets you set it, now it does persist.

This was linuxconf, available in programs:system menu in RH 7.0 not 7.1

try also kernelcfg, netconfig  netcfg allows to et hostname, it is written to /etc/HOSTNAME

Linuxconf is an RPM, if not installed you can install it from (S?)RPM on

red had CD.

[Alternative to linuxconf is control-panel , present by default in redhat. needs X?]

netcfg allows to set hostname, it is persistent. But at next gnome startup complains 

"unable to determine . . .unlikely to work . . . /etc/hosts.

However nslookup firewire.dhcp.lbl.gov works!

Only put firewire as host name, should have put fqdn?

(This did not add anything to /etc/hosts- don't know where it goes still)

Still same error message- but only for gnome which we don't need for the firewire machine, and gnome seems to work fine anyway)

Play around with this a little more:

nslookup firewire fails

hostname –s fails (this is supposed to truncate the fqipname at the first dot

hostname works, returns firewire

Now run  netcfg as root and change the domain name to dhcp.lbl.gov

Now nslookup and hostname –s work fine

Now log off (stopping the windowmanager), exit, log back in and start x- no error!

BUT: rebooting returns the domain name to lbl.gov (resolv.conf and dnsdomainname) 

and all the old wrong behaviour returns.

Does DHCP set the domain name?

Where is this stored, anyway (where does netcfg or linuxconf put it?

/etc/sysconfig/network ?

According to newsgroup mesage (@home with redhat) DHCP hostname is put in

the file: /etc/sysconfig/network-scripts/ifcfg-eth0

DHCP_HOSTNAME=

however this clearly is not always needed- firewire worked with only 3 entries: 

device=eth0, bootproto=DHCP, onboot=yes

Two laptops seem to work better.


Old del xpi
inspiron "haste"

dnsdomainname
dhcp.lbl.gov
dhcp.lbl.gov

resolv.conf search
lbl.gov
lbl.gov

both have entry in /etc/hosts file:

141.243.52.103
cytochrome.dhcp.lbl.gov
cytochrome 
cyt


"ping cyt" goes for that IP address (and fails)

141.243.195.115
haste.dhcp.lbl.gov
haste


"ping haste" pings that address and succeds (but if I log of and DHCP gives me a new address?)

put such a line in firewire /etc/hosts/ 

Now dnsdomainname returns dhcp.lbl.gov, but startx still gives error


ping firewire fails (0.0.0.0)

startx needs to be able to look up `hostname`

If there is no reference to `hostname` in /etc/hosts, it goes to resolve.conf and searches the search domain there- lbl.gov unless changed after boot. Since this is missing the dhcp part, lookup fails.  dnsdomainname is also set to the resolve.conf search domain, so it may be catenating `hostname`.`dnsdomainname` and querying the DNS with that.

If there is a reference in /etc/hosts, dnsdomainname becomes the part of that after first dot. However if the ip address is given there, it is used directly without further search. So it must be correct.

So;lutions:

1. change the order for  resolving so /hosts is consulted last.- /etc/host.conf

2. find out what the ip address is after first boot and edit it into /etc/hosts.

Hope the DHCP will return the same one each time, or that by having it there you make the client request that IP from the server.

3. Have a startup program that uses sed to replace the 0.0.0.0 or whatever with `nslookup 'hostname`.`dnsdomainname`

dmesg: "disk change detected on device ide1(22,0)" repeated over and over


Something is accessing the empty cdrom


autofs?



don't use autofs for CD- use fstab with noauto owner


desktop manager autoplay feature?



(turn it off in gnome properties settings cdrom properties)

How to set date, time zone:

1. /usr/sbin/timeconfig or edit   /etc/sysconfig/clock  to set time zone, UTC convention

2. /bin/date to set local rime

3. /usr/sbin/setclock to set HWClock (this gets called anyway during shutdown?)

(how do file dates get displayed?)

If using UTC=NO then if you change time zone, the time gets shifted accordingly.

so on going from one city to the next you only change time zone.

----

/usr/sbin/timeconfig

choose etc/GMT-8 : clock does not get adjusted on goint to daylight time

choose US/Pacific and see if it will.

look at file /etc/sysconfig/clock to see how it's currently set.

boot to a dos diskette to see how HWclock is set

/etc/localtime ?

date -u prints utc, but date -u MMDDHHMMYY ignores the u or turns of UTC?

http://www.linux.org/docs/ldp/howto/TimePrecision-HOWTO/set.html#set.tz

3. The Correct Settings for Your Linux Box

For any OS installation, you must know your Time Zone. This is expressed in terms of a city, a state or a country. You must also decide how to set BIOS time, and we may follow two strategies here:

Linux Only Machine

In this case you should set BIOS time to UTC time. DST changes will be dynamically managed by Time Zone configurations.

Dual Boot Linux and MS Windows Machine

Windows handles time in a more primitive way than Linux. For Windows, BIOS time is allways your local time, so DST changes are more aggressive because they directly change hardware clock. And since both Linux and Windows initially get and set time from the hardware, when they are together, Linux must handle it in the same way. So set BIOS time to your localtime.

3.1. Setting Time Zone

On Red Hat Linux and derived systems, you can set the hardware clock strategy and Time Zone using the timeconfig command, that shows a user-friendly dialog. You can also use it non-interactively:

Example 2. Time Configuration Tool

bash# timeconfig "Brasil/East"   # set HC to localtime, and TZ to "Brazil/East"

bash# timeconfig --utc "Brasil/East"   # set HC to UTC, and TZ to "Brazil/East"

<<timeconfig w no argument prompts for everything>>

Anyway, it changes /etc/sysconfig/clock file that is read at boot time. You can edit it by hand, and that is how it looks:

Example 3. /etc/sysconfig/clock file

ZONE="Brazil/East"

UTC=true

ARC=false

3.2. Setting the Hardware Clock

I encourage you to only set your HC after understanding how to get accurate time, described on Section 4.

The hwclock command reads and sets the HC, based on several options you give him, documented in its man page. But you don't have to use it if you have a modern Linux distribution. After defining your HC strategy and Time Zone, you can use the high level setclock command to correctly set your HC. You don't need to pass any parameters because setclock intelligently calls hwclock to set the BIOS based on your OS current date and time. So you should allways use the setclock command.

But if you are a minimalist and prefer hard work, here are some hwclock examples:

Example 4. setclock and hwclock usage

bash# setclock




# The easy way to set HC

bash# hwclock




# reads HC

bash# hwclock --systohc --utc


# set HC with UTC time based on OS current time

bash# hwclock --systohc



# set HC with local time based on OS current time

bash# hwclock --set --date "22 Mar 2002 13:17"
# set HC with time specified on string

Since the OS time is independent from the hardware clock, any BIOS change we make will take place in the next boot.

Another option to change HC is rebooting and accessing your computer BIOS screens. On IBM e-server zSeries platforms you'll have to do it on z/VM level, because Linux here runs on virtual machines created by z/VM.

(Older?) faq:

Q: How To Set the Time Zone

A: Change directory to [/usr/lib/zoneinfo/]. Get the time zone package if you don't have this directory. The source is available in ftp://metalab.unc.edu/pub/Linux/system/admin/time/.

Then make a symbolic link named [localtime] pointing to one of the files in this directory (or a subdirectory), and one called [posixrules] pointing to [localtime]. For example:

$ ln -sf US/Mountain localtime

$ ln -sf localtime posixrules 

This change will take effect immediatelytry date.

If the system uses Red Hat-style configuration files, the respective time zone info files are [/usr/share/zoneinfo] and [/etc/localtime].

The manual pages for tzset or tzselect describe setting the time zone. Some programs recognize the ``TZ'' environment variable, but this is not POSIX-correct.

You should also make sure that your Linux kernel clock is set to the correct GMT time. Type date -u and check that the correct UTC time is displayed. (``Why Does the Computer Have the Wrong Time?'')

enabling ssh ftp scp etc.

I am able to ssh to sb20, if from X then X connection is forwarded so I can open X windows locally from sb20.  I can ping mclpc4.wins.lbl.gov (didn’t try false name that

DNS might not have), but telnet, ssh, or FTP are refused.

on SGI /etc/inetd.conf controls these demons?

/etc/xinetd.conf on RH7

/etc/xinetd.d/telnet and other files in xintetd.d see posting forwarded 01/10/03

or see instructions for rpm for ssh

there are sshd files in /usr/share/doc/pam_krb5-1.31/pam.d/sshd , nearby

this looks like config file.

Red Hat Manuals : Red Hat 7.3 : Customization Guide :

http://www.redhat.com/docs/manuals/linux/RHL-7.3-Manual/custom-guide/s1-openssh-server-config.html

REd Hat Linux 3.1 disk 2 autorun:packages:system environment:daemons:openssh-server

download current from http://www.openssh.com/

I setup firewire with custom system, firewall to allow SSH in, and select SSH package (but not using "show individual packages"), and sshd started in boot and worked!

mounting, sharing, exporting  disks

commands:

mount, umount, exportfs, exports, autofs

If "device is busy" prevents umount, use fuser and lsof 

to find which process is using the disk. But if the process was kill with 'kill -9'

the disk will be busy even if no process is using it. Avoid 'kill -9' except as 

last resort.

 sb20 reports "stale file handle" for firewire mount.

umount fails because device busy

  
exportfs -u sb20:/FireWire (from firewire), then

  
exportfs -v sb20:/FireWire 

  
now sb20 sees it.

(repeat for each client, or list several client:/path)

(note here path is on the server, so client:/path is a bit odd)

  
exportfs -u sb20:/FireWire syngenta:/FireWire

  
exportfs -v sb20:/FireWire  syngenta:/FireWire

on Syngenta at least, had to umount and mount firewire

Part of the problem here is that firewire doesn't automatically mount /FireWire.

But it immediately exports /FireWire which is a bare mount point.

If remote host mounts firesire.dhcp:/FireWire before firewire mounts /FireWire,

they get the bare mount point. Then if /FireWire is mounted . . .

Problem here is just the oposire.  firewire.dhcp had /FireWire  mounted and was serving it, then reboot. Comes up serving bare mount point, remote host sees "stale file handle"

/firewire is actually used as a permanent disk- should be maounted in fstab on firewire

and automounted elsewhere. /fwb is the temp disk, should be mounted user. Think about it.

/etc/fstab

/etc/hosts

/etc/auto_direct (sgi only?)

/etc/auto.master, /etc/auto.misc, /etc/rc.d/init.d/autofs

/etc/exports

ser 11% cat /etc/exports

/export/data/ser        ser.lbl.gov(rw,no_root_squash) @kim_clients(rw)

/export/raid/bin        ser.lbl.gov(ro,no_root_squash) @kim_clients(rw)

/export/raid/bioinfo    ser.lbl.gov(ro,no_root_squash) @kim_clients(rw)

/export/raid/xray       ser.lbl.gov(ro,no_root_squash) @kim_clients(rw)

/export/raid/home       ser.lbl.gov(rw,no_root_squash) @kim_clients(rw)

#/export/raid/backup    ser.lbl.gov(rw,no_root_squash) @kim_clients(rw)

/etc/mtab - mounted filesystems

syngenta 30% cat mtab

/dev/hda1 / ext2 rw 0 0

none /proc proc rw 0 0

/dev/hda4 /export/data/syngenta ext2 rw 0 0

/dev/hda3 /usr ext2 rw 0 0

none /dev/pts devpts rw,gid=5,mode=620 0 0

automount(pid402) /raid autofs rw,fd=5,pgrp=402,minproto=2,maxproto=3 0 0

automount(pid400) /data autofs rw,fd=5,pgrp=400,minproto=2,maxproto=3 0 0

ser:/export/raid/home /raid/home nfs rw,addr=131.243.52.160 0 0

trp:/export/data/trp /data/trp nfs rw,addr=131.243.52.165 0 0

ser:/export/raid/bin /raid/bin nfs rw,addr=131.243.52.160 0 0

/etc/auto.master

/etc/auto_direct

/etc/xtap

modutils

note: use modules.conf not older conf.modules

Rebuilding linux (the kernel?):

See also:  http://www.nubolt.com/linux/sb128/

2 options: modules, packages/rpms, 

When installing linux, be sure to include the source?

RPMS can be object code (.i386.rpm) or source code (.src.rpm)

rpm -i on a source rnpm installs the rpm in /etc/src/redhat

rpm -bb then builds it

rpm -I/I  

Installing an SRPM:   http://www.redhat.com/support/alex/177.html

In the following example, we are going to install the source for mtools. 

First, insert the Red Hat CD-ROM with the source RPMs on it. Next, log in as root, open a prompt, and cd into

/mnt/cdrom/SRPMS/. 

Type: 

rpm -ivh mtools 

This will put the source and spec files into /usr/src/redhat/SPECS/ and /usr/src/redhat/SOURCE/. 

You will now have to cd into /usr/src/redhat/SPECS/ and type: 

rpm -bb mtools 

This builds an RPM file in /usr/src/redhat/RPMS/i386/. 

Finally, to complete the installation, you cd to /usr/src/redhat/RPMS/i386/ and type: 

rpm -Uvh mtools 

You should remember that rebuilding an RPM from source is beyond the scope of installation support. The book Maximum

RPM and the man page for RPM (which can be reached by typing man rpm into a root shell) are good sources of

information on this topic. 

Using Linux Device Drivers as Modules  (from scyld)

(I did this with the 3c59x driver, and got it listable by lsmod.

However there were unresolved externals during insmod, and on the next boot

the module was attempted to load but unresolved references.)

This page contains instructions on using Linux device drivers as loadable kernel modules. 

Linux has a facility for linking device drivers into the running kernel. This is called Modules support. With the vast variety of supported devices,

pre-linking a kernel with all device drivers is impractical. Using loadable modules allow a commercial Linux distribution to use a small initial kernel

and link in the device support needed after the machine has booted. 

Compiling a Device Driver Module

You may skip this step if a pre-compiled module is available for your Linux distribution. In many cases drivers compiled for similar kernel versions

will work. Pre-compiled modules in the form of RPMS for popular distributions are frequently available for Scyld provided device drivers. 

If a pre-compiled module is not available, you'll have to compile one from the driver source code, or the source code RPM (SRPM). In the

instructions below driver.c refers to the name of the driver source file for your device e.g. 3c59x.c, and driver.o refers to the compiled driver

module binary. 

     Verify that the source code for your current kernel version is installed. 

     If you don't have a /usr/include/linux/version.h file, do

     cd /usr/src/linux; make include/linux/version.h 

     Copy the driver source code to a source directory. I usually use /usr/src/modules/driver.c. 

     Compile the file using the compile-command at the bottom of the driver source file. If a compile-command is not there use the following

     compile command: 

     gcc -DMODULE -D__KERNEL__ -O6 -c driver.c

     As 'root', test the module by doing "insmod driver.o". 

     Install the driver module in the proper location for your distribution. This is usually /lib/modules/kernel-version/net/driver.o. The

     command to do this is 

         install -m 644 driver.o /lib/modules/`uname -r`/net/

(  /lib/modules/kernel-version/kernel/drivers/net/driver.o with 2.4 kernels?)

Possible problems and solutions

If you get an "linux/version.h no such file or directory" message when compiling the driver, you either have not installed the kernel source code, or

you haven't run 

        cd /usr/src/linux; make include/linux/version.h

yet. Most modern distributions install the essential header files of the kernel source code, including a pre-built "version.h", so this isn't always

necessary. 

If you get a "modversions.h not found" message when compiling the driver, delete '-DMODVERSIONS' from the command used to compile the

driver module. 

Testing the New Module

As 'root', load the module using "insmod driver.o" and execute the appropriate 'route add -net ...' for your local network. 

If the networking works correctly, add the module to your system configuration. For Slackware and most other systems, add the insmod command

to /etc/rc.d/rc.inet1 or /etc/rc.d/rc.local. 

RedHat users should: 

add the insmod line to /etc/rc.d/rc.modules 

or 

copy driver.o to /lib/modules/`uname -r`/net/ 

and add the following line to /etc/conf.modules: 

  alias eth0 driver

Rebuilding kernel-

The directory refered to as /linux or /usr/src/linux is on RH7.1 distro /usr/src/linux-2.4.2

make a sym-link ln –s linux-2.4.2 linux

(there is already one to linux-2.4)

from: http://www.andamooka.org/reader.pl?pgid=lnagkernel_upgrade#Compiling_kernel

A.7.2 Using the full source

          If you downloaded the full source you will need to go thru this section.

          We are assuming right now that you are located in /usr/src/ directory. We have unpacked the new kernel (Section 5.6.2). Now we will

          move to the kernel directory (assuming linux). Type cd linux.

          Now we are located in the kernel directory. Now lets start our fresh compile.

          1. type make menuconfig

          Here you will have to configure your kernel. We won't go into details or explains here since the configuration is different from machine to

          machine. Go thru the configuration wisely and if you don't know what something is, rather leave it in then putting it out of the configuration.

          2. type make dep

          3. type make clean

          4. type make zImage  (if this fails use bzImage, which stands for big zImage)

          5. type make modules (if you enabled them)

          6. type make modules_install (if you typed #5) 

          If everything went ok, we have a new kernel, ready to be installed and used on the system.

A.8 Installing the new kernel: see the source

My notes for redhat:

cp (/usr/src/linux/) arch/i386/boot/bzImage  /boot/bzImage.3 

cp (/usr/src/linux/) System.map  /boot/System.map.3 

ln -sf /boot/System.map.3 /boot/System.map

(or cd /boot ; ln -sf System.map.3 System.map)

If you are installing downloaded kernel, makes sense to label these with version.

In my case kernel always same version, compiled with different options.

Just label .1, .2, .3 . . .

from exabyte: Integrating an Exabyte Tape Drive into a Linux System

                     This document provides information for integrating Exabyte

                     MammothTape, 8mm, 4mm, and Travan tape drives into a

                     workstation running the Linux operating system. This

                     information is intended for use with the installation and

                     operation instructions that accompany your tape drive. 

                     System requirements

                     To use an Exabyte tape drive with a Linux workstation, you

                     need to be running the Linux kernel version 2.0.x or above. 

                     Modifying the kernel

                     Make sure the Linux kernel includes support for the following

                     items:

                          SCSI 

                          Your host adapter 

                          SCSI tape drives 

                     To enable support for the items above:

                       1.Log in as "root" and change to the Linux kernel source

                          directory: 

                          system:~# cd /linux             

                       2.Start the configuration utility system: 

                          /linux# make config     

                       3.In the configuration options, enable support for SCSI,

                          your host adapter, and SCSI tape drives. 

                               Note: On some systems, you can run "make

                               menuconfig," which offers menu-driven

                               selection.

                       4.Create the file dependencies: 

                          system:/linux# make dep

                       5.Remove the old binaries: 

                          system:/linux# make clean

                       6.Rebuild the kernel: 

                          system:/linux# make

                       7.Make sure the kernel compiles successfully. If

                          necessary, correct any problems. 

                       8.Create a bootable floppy disk with the new kernel. To

                          do this, insert a formatted floppy disk in your A: drive,

                          then enter: 

                          system:/linux# make zdisk

                       9.Reboot with the new kernel from floppy disk. Check

                          your system log files for any boot-time problems. If

                          necessary, repeat the above steps. 

                      10.If there are no problems, install the new kernel onto the

                          system boot disk.

======================================================

PCMCIA cards:

see man pages for cardmgr, pcmcia, cardinfo, cardctl, stab

files 

/etc/pcmcia/config   

    specifies which resources available (include, exclude, reserve - ioport, memory, IRQ)

   info about specific cards

(my pcmcia/config has entries for both accton and megaherz, although not the specific card I have)

/var/lib/pcmcia/scheme (empty file for me) 

/var/lib/pcmcia/stab

“cardctl status”


no pcmcia driver in /proc/devices (I had booted without pcmcia)

reboot and now it gives info about each card, says ready 

cardctl ident gives the ident strings of each card and some numbers  megahertz is CC10BT/2”, PCMCIA 10BASE-T/2 ETHERNET ADAPTER

   - this has an entry in /etc/pcmcia/config

EN2220 is there also!

/var/lib/pcmcia/stab shows they were recognized - bind to tulip and smc91c92_cs

eth1 is also on the line for the megahertz.

There may be a problem because PCMCIA support is set up after eth0

This may be the reason for “delaying” eth0

someone said change runlevel from ? to 22 for the etho 

                 I changed the run level for the network, from 10 to 22 so it would 

                 load after pcmcia (run level 20), but this didn't help.

Seems to be able to take care of this by itself. /var/log/messages has:

cardmgr executing: ./network start tulip

cardmgr executing: ./network resume eth1

There is a lot of info on networking and on configuring PC, MAC, UNIX network

at the LBLNET home page http://www-lblnet.lbl.gov/

From: http://www-lblnet.lbl.gov/LBLnet/subnet_list.htm

131.243 SUBNETS

                                default

Subnet          network mask    gateway         use

_________       ______________  ____________    ______________

131.243.52......255.255.255.0...131.243.52.1....Bldg. 3 Calvin Lab.

131.243.32......255.255.252.0...131.243.32.1....Donner/Stanley/Hildebrand

131.243.33......255.255.252.0...131.243.32.1....Donner/Stanley/Hildebrand (part of 131.243.32)

131.243.34......255.255.252.0...131.243.32.1....Donner/Stanley/Hildebrand (part of 131.243.32)

131.243.35......255.255.252.0...131.243.32.1....Donner/Stanley/Hildebrand  Part of the DHCP Scope Range

U:\EABerry>ipconfig

Windows NT IP Configuration

Ethernet adapter E100B1:

        IP Address. . . . . . . . . : 131.243.52.235

        Subnet Mask . . . . . . . . : 255.255.255.0

        Default Gateway . . . . . . : 131.243.52.1

How do I identify my existing IP address? 

      Windows 9x

      From Start menu, choose "Run" and type "winipcfg" -- click on "OK". A small window with your IP address will

      appear. 

      Windows NT 4.0 and greater

      If you are running a PC with Windows NT, go to a DOS prompt,  and type "ipconfig /all" and  your IP address

      information will appear.

      MacOS 7.5 and greater

      Click on the Apple on the Finder Menu to select the Control Panel. You should have either MacTCP or TCP/IP

      listed. Select the related control panel and your IP address will appear. 

      Unix Variants

      On a Unix machine first type "hostname" to find your hostname, then type "nslookup [your-hostname]" and your

      IP Address will appear. 

ipconfig/all  gives a great deal of information- DNS server, DHCP server, primary and secondary WINS servers:


Windows NT IP Configuration



Host Name . . . . . . . . . : mclpc4.lbl.gov


DNS Servers . . . . . . . . : 131.243.64.2


                              128.3.34.186


Node Type . . . . . . . . . : Peer-Peer


NetBIOS Scope ID. . . . . . : 


IP Routing Enabled. . . . . : No


WINS Proxy Enabled. . . . . : No


NetBIOS Resolution Uses DNS : No

Ethernet adapter E100B1:


Description . . . . . . . . : Intel(R) PRO Adapter


Physical Address. . . . . . : 00-90-27-0A-84-2C


DHCP Enabled. . . . . . . . : Yes


IP Address. . . . . . . . . : 131.243.52.235


Subnet Mask . . . . . . . . : 255.255.255.0


Default Gateway . . . . . . : 131.243.52.1


DHCP Server . . . . . . . . : 131.243.9.11


Primary WINS Server . . . . : 131.243.129.11


Secondary WINS Server . . . : 128.3.132.9


Lease Obtained. . . . . . . : Wednesday, September 12, 2001 9:18:04 AM


Lease Expires . . . . . . . : Saturday, September 15, 2001 9:18:04 AM

gateway = router?

IP address 131.243.32.40 (bbc1.lbl.gov) is still registered i my name. 

Subnet is   ,32 instead of .52, but subnet mask is FF.FF.FF.0 for both 

Donner and Calvin, so might still work?

6.16. I Forgot the root Password.

Note: Incorrectly editing any of the files in the /etc/ directory can severely screw up a system. Please keep a spare copy of any files in case you

make a mistake.

If your Linux distribution permits, try booting into single-user mode by typing ``single'' at the BOOT lilo: prompt. With more recent distributions, you can

boot into single-user mode when prompted by typing ``linux 1,'' ``linux single,'' or ``init=/bin/bash.''  [should that be "linux init=/bin/bash"?

[my redhat instals- ctrl-x to allow write-ins]

If the above doesn't work for you, boot from the installation or rescue floppy, and switch to another virtual console with Alt-F1 -- Alt-F8, and then mount the

root file system on /mnt. Then proceed with the steps below to determine if your system has standard or shadow passwords, and how to remove the

password.

Using your favorite text editor, edit the root entry of the /etc/passwd file to remove the password, which is located between the first and second colons. Do

this only if the password field does not contain an ``x,'' in which case see below.

    root:Yhgew13xs:0:0: ...

Change that to: 

    root::0:0: ...

If the password field contains an ``x,'' then you must remove the password from the /etc/shadow file, which is in a similar format. Refer to the manual pages:

``man passwd,'' and ``man 5 shadow.''

[Paul Colquhuon, Robert Kiesling, Tom Plunket]

If the passwd or shadow file contains ?? for password field, it is using NIS server to look up passwd?   (bur root is always a local user.)

Option to install lilo on first sector of root partition instead of MBR  -  not available in RH "workstation" class install. use "custom?":

Do not choose (workstation) if you are sharing a disk with Windows NT; if

you do, LILO will write over NT’s boot loader and you will be unable to

boot NT. If you are installing Red Hat Linux to share a disk with NT, you

must perform a custom-class installation and configure LILO so that it

is not installed on the Master Boot Record (MBR).

To create a dual-boot environment on a system that currently has NT,

you must install LILO on the first sector of the root partition, not the

MBR. Please be sure to create a boot disk. You will either need to use

the boot disk, or configure the NT system loader to boot LILO from the

first sector of the root partition.

Review http://www.linuxdoc.org/HOWTO/mini/Linux+NT-Loader.

html for more information on setting up LILO and NT.

Unlike workstation-class installations previous to Red Hat Linux 7.0, per-forming

a Red Hat Linux 7.1 workstation-class installation will not install

the network daemon xinetd (inet services). When xinetd is not installed,

you will have a more secure installation. However,in-bound network-related

services such as finger, telnet, talk, and FTP will not work.1 If you require

these types of services, please go back and choose a server- or a custom-class

installation.

(can these server functions work under DHCP, or is static IP address required?)

Recommended partitions and sizes:

file:///J|/dospcdata/Linux/installation.pdf  lists the default values for automatic partitioning in different classes:  (These may be out of date):

To included source code and compilers for recompiling the kernel, include the package "development" during installation.

What a Workstation-Class Installation Will Do

• A 64 MB swap partition.

• A 16 MB partition (mounted as /boot) in which the Linux kernel and related files reside.

• A variable-sized root partition (mounted as /) in which all other files are stored (the exact size of

this partition is dependent on your available disk space).

What a Server-Class Installation Will Do (No X Window System!)

• A 256 MB swap partition.

• A 256 MB partition (mounted as /).

• A partition of at least 512 MB (mounted as /usr).

• A partition of at least 512 MB (mounted as /home).

• A 256 MB partition (mounted as /var).

• A 16 MB partition (mounted as /boot) in which the Linux kernel and related files are kept.

This disk partitioning scheme results in a reasonably flexible filesystem configuration for most server-class

tasks.

What a Laptop-Class Installation Will Do

• A 64 MB swap partition.

• A 16 MB partition (mounted as /boot) in which the Linux kernel and related files reside.

• A variable-sized root partition (mounted as /) in which all other files are stored (the exact size of

this partition is dependent on your available disk space).

mouse/kvm problems

linux ps/2 mouse is controlled by /dev/psaux

setup under XF86config

/etc/X11/XF86Config-4

module: mouse

/usr/X11R6/lib/modules/input/mouse_drv.0

/sbin/modprobe –l doesn't show any mouse.

during shutdown the second logged item is stopping mouse services- 

   so look in rc6.d for the service call, and correspondingly in rc5.d?

yes- this is the console mouse dev, it can be stopped and restarted.

But not related to X moue device.

Setting the Default Video Mode  [this is for text modes- not X?]

You don't have to recompile the kernel to set the default video mode. Just use rdev with the -v switch to set the video mode in the kernel (either on your hard drive or on your boot

floppy). For example, to change the kernel in /vmlinuz to prompt for the video mode on bootup, type the following: 

rdev -v /vmlinuz -3

To change the kernel on your boot floppy, type 

rdev -v /dev/fd0 {video-mode}

The valid video-mode options for the kernel are: 

 -3 

             Prompt the user for a response every time 

 -2 

             Extended VGA 

 -1 

             Normal VGA 

The rdev program resides in /sbin. rdev is very handy and also is used to set the root and swap partitions, ramdisk size, and more in a compiled kernel. It means you don't have to

recompile the kernel to make these changes. Use rdev -? for a list of options. 

                                         Identifying Bad Blocks on Your Hard Drive

If you are using a SCSI or IDE (and EIDE) drive, you don't have to worry about bad blocks as they are handled at the device level. On the other hand, if you have an older ESDI,

RLL, or MFM drive (or other non-SCSI or non-IDE drive) you may need to scan your drive for bad blocks. Normally the bad blocks are identified and marked when the file system

is created using mkefs, mke2fs, and mkxfs. 

Unfortunately, the mkefs program cannot detect bad blocks on a hard drive. So if you create a file system over a part of your hard drive with bad blocks, things will eventually go

wrong. What you need is a "bad block list" stored in a file; use the -l option on mkefs so it will flag those blocks when making a file system. 

          Do not check for bad blocks on a mounted system. Doing a check on a mounted file system will cause irreparable damage and/or loss of data. Unmount

          the file system first with the umount command. If you have to check the root file system, boot off a floppy disk, unmount the root file system if it is mounted,

          and then check for bad blocks. 

mke2fs and mkxfs correctly flag bad blocks, so this only applies to mkfs and mkefs. This is also only needed for older RLL and MFM drives. SCSI and IDE drives have bad block

logic on- board, so you are safe there. 

How do you generate a bad block list? Generating a bad block list is only needed for older drives and older file system types (such as Minix and extfs). Your best bet is to use

mke2fs or mkxfs, anyway. 

                                                    Linux Loadable Modules

The Linux kernel (since version 1.2.0) supports loadable modules. Using loadable modules enables you to build a minimal kernel and add or remove modules to this kernel without

requiring a kernel rebuild. A module could be support for a kernel function or a new feature. 

To see what modules exist in your system, use the lsmod command. To install a module, use the insmod command. Some modules may require other modules. To check the

dependencies, use the depmod command. To install a module (and its dependant modules), use the depmod command.

